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Asbtract

In this article he presents a new methodology for the detection of brain tumors in magnetic resonance 
imaging. The FIGSHARE database of the University of Southern Medicine, Guangzhou, China, was 
used. Mathematical morphology techniques were used for image conditioning to detect the area of 
interest in the image. Additionally, an algorithm was developed to determine the type of slice (axial, 
sagittal or coronal). For this procedure, the statistical mathematical technique k-means was used. 
Likewise, a pattern extraction was performed from each image using compressive sensing (CS). For 
the detection, segmentation and classification of the tumors, Deep learning based on convolutional 
neuronal networks was implemented applying R-CNN (regions with convolutional networks). The 
results obtained in the validation stage achieved a classification and detection of brain tumors in 
magnetic resonance images with high percentages of accuracy of 87.5% and 95.2%. The data was 
divided into 65% for network training, 18% for the test and 17% for the validation process. Finally, 
by applying deep learning and compressive sensing, brain tumors were detected and classified into 
three different types: meningioma, glioma, and pituitary with an accuracy rate of 87.5% and 95.2%.
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Introduction

Currently one of the causes that produces 
a higher percentage of death in humans 
are malignant tumors or also known as 
cancer, such tumors can occur in the body 
and move to the brain better known as 
secondary and can also occur directly in the 
brain called primary. These tumors are now 
classified into families and types and are 
named according to where they originate. 
For these reasons, this article focuses on 
the MRI analysis of brain tumors known 
as meningiomas, gliomas, and pituitary 
tumors, where meningiomas arise from the 
meninges, which are membranes that cover 
the brain and spinal cord, gliomas that arise 
in the brain and spinal cord, they begin in the 
glial cells that surround the nerve cells, and 
pituitary tumors that originate significantly 
in the cells of the pituitary itself located in 
the bony space called the sella at the base 
of the skull. Such affectations are observed 
in medicine by means of computerized 
tomography images, magnetic resonance, 
x-rays, among others. These types of images 
currently show a medical representation in 
gray levels of various contexts such as heart, 

brain, lung, abdomen, lumbar, pelvic and 
various parts of the human body. On the other 
hand, the processing of signals and images 
has been evolving in an important way to 
the point of being one of the biggest advances 
in the field of medicine in such a way that 
mathematical processing techniques have 
been included in the analysis of medical 
images in order to obtain much more precise 
results allowing the specialist to have more 
reliable and quicker conclusions at the time 
of a clinical diagnosis. Different works 
have been carried out through time, for the 
classification and segmentation of brain 
tumors in magnetic resonance images [1-
2], works in which traditional processing 
techniques were used such as discrete 
cosine transformation, segmentation 
through Fuzzy media, extraction using 
areas and circularity, giving as a major 
result the improvement of processing 
capacity, high speed in computational 
requirements. On the other hand, the works 
[3-8] have achieved important results using 
deep neural networks, wavelet transform, 
vector support machines, convolutional 
neural networks, anisotropic filtering, 

Resumen 

En este artículo presenta una nueva metodología para la detección de tumores cerebrales en 
imágenes de resonancia magnética. Se utilizó la base de datos FIGSHARE de la Universidad de 
Medicina del Sur, Guangzhou, China. Se utilizaron técnicas de morfología matemática para el 
acondicionamiento de la imagen con el fin de detectar el área de interés en la imagen. Además, 
se desarrolló un algoritmo para determinar el tipo de corte (axial, sagital o coronal). Para este 
procedimiento se utilizó la técnica matemática estadística k-means. Asimismo, se realizó una 
extracción de patrones a partir de cada imagen utilizando la técnica de detección compresiva 
(CS). Para la detección, segmentación y clasificación de los tumores se implementó el aprendizaje 
profundo basado en redes neuronales convolucionales aplicando R-CNN (regiones con redes 
convolucionales). Los resultados obtenidos en la etapa de validación lograron una clasificación 
y detección de tumores cerebrales en imágenes de resonancia magnética con altos porcentajes 
de precisión del 87,5% y 95,2%. Los datos se dividieron en un 65% para el entrenamiento de la 
red, un 18% para la prueba y un 17% para el proceso de validación. Finalmente, aplicando deep 
learning y compressive sensing, se detectaron y clasificaron los tumores cerebrales en tres tipos 
diferentes: meningioma, glioma y pituitaria con un porcentaje de precisión del 87,5% y 95,2%. 

Palabras clave: Sensación compresiva, aprendizaje profundo, imágenes de resonancia magnética, 
clasificación de imágenes, red neuronal convolucional, tumores cerebrales.
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k-means and among other techniques for 
the classification of tumors such as glioma, 
sarcoma, glioblastoma or if they are only 
benign or malignant are in, the results show 
percentages of accuracy of 95%, 80% to 90%, 
96.05%, 83%, 96.97%, 88% respectively. 
Other relevant works were performed by 
Sofiane Tchoketch Kebir, Slimane Mekaoui 
[9], SM Kamrul Hasan; Cristian A. Linte 
[10], Pradeep Kumar Mallick et al. [11], 
these authors show that fusing convolutional 
neural networks and deep learning together 
with pre-processing and post-processing 
techniques can improve the percentages of 
classification, segmentation and processing 
speed. These papers show accuracy 
results of 95%, 98% respectively. It is also 
important to note that no report has been 
found that shows the use of CS as a pattern 
extraction method in magnetic resonance 

imaging for tumor detection. CS is a novel 
compression method which is evaluated and 
compared in several works, such as [12-13], 
where high performance of the technique in 
compression and reconstruction of images 
is obtained. Unlike the works mentioned 
above, this article is based on the use of 
compressive sensing for pattern extraction 
and classification by deep neural networks.

Materials and methods

Database acquisition

The FIGSHARE [14] database was used, 
MRI images of size 512 x 512 in grayscale. 
It was divided into 65% for training, 18% 
for testing and 17% for validation. Figure 1 
shows the types of slices found on an axia, 
coronal and sagittal brain MRI.

Images of 3 types were used showing 3 
classes of glioma, meningioma and pituitary 
tumors, resulting in 3 categories to be 
classified and 1 background category. In 
this article k-means was used to classify the 
type of image or image slice, in addition CS 
was used for pattern extraction and Deep 
learning was used for classification. These 
techniques are described below.

K-means

K-means is an unsupervised grouping 
method, where groups of data are created 

from the calculation of the closest distance. 
This method works by creating random 
centroids and calculating the distances 
between the data. Each group is labeled 
according to the number of groups desired 
[15]. Equation 1 shows the distance 
calculation used to make the clusters. 
Finally, the calculated centroids were used 
to find the slice of the image. 

distance = √ (x1-x2)2 + (y1-y2)2    (1)

Where x, y are coordinates of the Cartesian 
plane.
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To train the grouping, the central row, the 
central column, and the main and secondary 
diagonals of 15 images, 5 from each cut, 
were taken as a reference (pattern). For the 
classification, the centroids generated for 
each type were saved and in its validation 
the pattern of each image was subtracted, 
where the nearest distance value shows the 
type of cut.

Compressive sensing

Compressive sensing is a novel compression 
technique in which the most important 
thing is to significantly reduce the number 
of samples for the reconstruction of a signal. 

Compressive sensing states that an image 
can be reconstructed with high probability 
if the signal is in a low density form but it 
must always meet two important guidelines 
which are that of scarcity in any domain 
and at the same time that it is inconsistent 
based on the measurement matrix. This 
leads to break the Shanon/Nyquist theorem 
that says that to reconstruct a signal you 
need twice the frequency of the signal, 
compressive sensing works by multiplying a 
sparse vector by a random matrix called a 
dictionary where as a result it gives a vector 
of size equal to the number of rows in the 
dictionary, this process is clearly shown in 
the following figure 2. [16]. 

Figura 2. Compressive sensing process where S is the vector sparse and θ is the dictionary

The sparse signal was obtained using discrete 2D cosine transform, it is highlighted that 
there are other techniques such as wavelet and Fourier. Below is an example of a sparse 
signal in the discrete cosine domain see figure 3. Note how most of its values are very close 
to its baseline and few values have an amplitude with significant values.

 

Figura 3. (a). 16x16 cropped image of the original image, vector sparse of image (a) from the cosine transform.

Mathematically compressive sensing is expressed in the following ecuation:

Y=Ф*Vs    (2)
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Where: Y=compressed signal = dictionary 
matrix Vs= vector sparse

In CS the dictionary must meet the following 
criteria:

• The matrix must be random, orthogonal 
and orthonormal.

• The rows of the matrix must be much 
smaller than the columns of the matrix 
f<<c. 

The number of rows is calculated in equation 
(3). In this article f=64.

f=Klog(n)*c    (3)

Where: f= number of rows, K=number of 
peaks in the vector, n=length of the sparse 
vector and c=constant is usually taken as 1.

• The columns of the matrix must be equal 
to the value of the length of the sparse 
vector.

• The isometric constraint property given 
by equation 4 below must be met.

Where: δs = isometric restriction constant, 
have values of 0 and 1. And is applied the 
norm L2 .

In this paper, compressive sensing was 
used as a pattern extraction. This process 
was carried out by taking each magnetic 
resonance image and dividing it into 16*16 
size images. Discrete cosine transformation 
was applied to each small image in order 
to obtain a sparse signal. Once the sparse 
image is obtained, the result is vectorized. 
On the other hand, for the creation of the 
dictionary, an orthogonal random matrix 
was used where the values were re-scaled 
from 1 to 255, the size of the dictionary is 
64x256, then from the compressed vectors a 

new image was generated, where a pattern 
image of the original image is reflected but 
of smaller size. These pattern images were 
used to train the convoluted neural network. 

Deep learning 

Deep learning is also known as deep neural 
networks, is a branch of machine learning, 
uses an automated form based on predictive 
analysis and probability, such networks are 
able to learn with respect to the input-output 
relationship, this is done thanks to a high 
amount of data as examples. Deep learning 
uses what it learns to create a statistical 
model as an output with a highly acceptable 
accuracy, for the classification of any object. 
Deep learning because it is a deep neural 
network uses neural networks, where the 
inputs are multiplied by initial weights that 
are generally random and are updated from 
the cycles that are generated, this process 
results in an output which is described with 
the following equation.

Where: F= activation function, n=input 
number, w=weights and x = inputs

Deep learning is practically a technique 
created for the analysis of images and in the 
case of medical images its use is relevant 
since it uses layered feature detectors 
as shown in the following figure4, each. 
[17]. Note how in this type of network its 
structure is divided into input, feature 
extraction and classification where the 
input is a conditioning layer of the image 
to be processed such as the change of size 
or clipping of the region of interest, feature 
extraction consists of convolution and pooling 
processes that seek to extract relevant 
features from each image that is being used 
and classification of fullconnected processes 
in order to connect all the features extracted 
with the labels. 
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Figura 4. Process of a deep neural network. Alexander Selvikvåg Lundervold, Arvid Lundervold. [17]

In this paper we used a pre-trained network 
called R-CNN which is a convolutional neural 
network that works with regions where 
the image is entered by tagging the object 
region and in which the CNN automatically 
cuts out the image region, resizes it, and the 
CNN classifies the proposed cut-out regions. 
This deep neural network consists of 15 
layers that are divided into input sections 
(ImageInputLayer), feature extraction section 
(Convolution2DLayer,MaxPooling2D, 
ReLuLayer,  veragePooling2DLayer) and the 
classification section (FullConnectedLayer, 
SoftmaxLayer, ClassificationOutputLayer).  
[17]. The use of the convoluted network is 
explained below.

1)Input section

This layer is responsible for taking the 
image, cropping the labeled region on the 
image, and resizing and normalizing it for 
feature extraction. In this article the images 
were resized to 32x32x3.

2)Feature extraction section

The first layer is the Convolution which 
filters the image using different masks of 
different sizes that move through the image 
in the form of a sliding window. In this 
article we used convolution layers with 5x5 
masks with a number of filters of 32. This 
convolution is governed by the following 
equation [18-27].

s (i,j) = (I*K) (i,j) = ∑m ∑n I (m,n)  K(i-m,j-n)   
(6)

Where: m and n are the rows and columns of 
the image, (i, j) indicate the kernel shift K=is 
the kernel to be used and I= original image

Pooling is the image reduction layer without 
altering the image depth, it can be presented 
in different types, it can be maxPooling 
that consists in passing a mask through 
the image of different sizes in the form of a 
sliding window and it reduces the size of the 
image by calculating the higher transition 
value, it can also be averagePooling that 
works in the same way as maxPooling only 
that it does not calculate the higher number 
but the average of each mask. We used 1 
maxPooling and 2 averagePooling of 3x3 
masks. Also, ReLU is a non-linear trigger 
function that behaves in the way that if 
values are greater than or equal to zero 
it leaves them equal and if values are less 
than zero it cancels them out leaving only 
positive values, its behavior is described in 
the following equation 7 [27-32].

In this work, 4 ReLU activation layers were 
used, 3 in the convolution outputs and one 
for the fullconnected layer.
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3) Classification section

FullConected is a fully connected layer in 
which it combines all the features learned 
in the previous layers in order to identify 
the highest percentages. Here 2 layers of 
fullconnected were used, one to combine 
the characteristics of the convolutions, 
another to combine the characteristics of 
the last extraction layer with the number 
of categories to be classified, in this case 
4 background, glioma tumor, meningioma 
tumor, pituitary tumor. Softmax is also 
known as exponential function where it 
calculates percentages for each category, 
to improve classification problems. In this 
work a softmax function was used before 
the classification layer. Classification 
determines which category the input image 
belongs to based on the percentages provided 
by the softmax layer. The softmax function 

is described in Equation 8 [33-38].

Where: Y= Output of hidden layers and 
K=Number of model classes

The implemented network had changes like 
the number of categories in the classification 
layer and the number of outputs in the 
fullconnected layer from a value of two 
categories to 4 and from 2 inputs to 4, 
thus changing the initial weights in the 
classification layer. For the training, a 
region tagging was performed in which the 
images were loaded and tagged for each type 
of tumor to later enter the data. This process 
was done for the normal images and for the 
CS standard images, as shown in figure 5 
[39-41].

Fig. 5. Image Labeler labelling, (a) green labelling for glioma class tumours, (b) blue labelling for pituitary class tumours, (c) brown labelling 

for meningioma class tumours.

The neural network training process was 
performed using 4921  images and had a 
computerized training cost of 35 hours. 

Results

The results are shown in relation to each 
stage carried out during the research. As 
a first result the cut classification based on 
the K-means function is shown, as a second 
the extraction of patterns from CS, and 
as a third the results of segmentation and 
classification of tumors using the original 
image and using the CS patterns.

In the first stage the cut type classification 
was evaluated using the k-means technique 
where it results in a 97% accuracy rate. In 
the classification process it was observed that 
the axial slice images presented similarities 
in both coronal and sagittal slice, while 
the sagittal and coronal slice images were 
different which led to the application of an 
averaging technique that determined if the 
image was axial slice. Figure 6 shows the 
classification of the three types of cuts.
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Fig. 6. Classification cut, a) coronal cut, b) axial cut, c) sagittal cut

In the pattern extraction, where it was determined which image cutout size was best suited 
for the pattern extraction, from it the type of dictionary to use was determined giving as 
best result the use of 16x16 cutouts in the images and 8x8 in the pattern extraction reducing 
the image by 1/4, with a 64x256 dictionary. Figure 7 shows the different clipping sizes used.

Fig. 7. Original image after different degrees of CS, a) 128x128 clipping dictionary 4096x16384, b) 64x64 clipping dictionary 1024x4096, c) 

32x32 clipping dictionary 256x1024, d) 16x16 clipping dictionary 64x256

Note how from the dictionary size onwards important features are kept or removed in the 
image. In this article the image d was selected as the best result, because the tumor area 
can be seen more clearly, this resulted in working with a dictionary of random values from 
0 to 255, and a size of 64x256. On the other hand, figure.8 shows the detail applying CS in 
different cuts together with a manual segmentation used to train the convolutional network, 
here we can appreciate the different patterns in each type of tumor. Note that tumors have 
different shapes and morphological characteristics, which makes the classification process 
complex, regardless of whether it is the same type of tumor in the same type of cut. This 
process was performed on 118 images.
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Fig. 8. CS tumor segmentation, a) glioma, b) meningioma, c) pituitary

Finally, the segmentation and classification of brain tumors was performed using CS and 
original image giving classification and segmentation results in each case shown in the 
following tables.

Table I. Percentages of segmentation and classification

In table I, the training results are shown 
in terms of classification and segmentation 
of the tumor. Note that the most relevant 
results are using CS as characteristic 
patterns with 92.85% for pituitary tumor 
segmentation and 90.6% for pituitary tumor 
classification. These percentages show that 

CS can be used as a technique for pattern 
extraction. It is important to emphasize 
that the value of the results is due to the 
fact that not all tumors are the same for a 
specific category, which makes it difficult 
for the neuronal network to learn easily and 
therefore tends to make mistakes.
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Table II. Percentages of segmentation and classification

The Table II, shows the results of the applied 
test. A test for the CS space and a test for 
processing in original images were used. 
Note that the best results are in the CS space. 
With 95.2% for segmenting meningioma and 
with 85.7% for classifying meningiomas. 
These results confirm that the size and 
the values selected from the dictionary 
are the most appropriate to perform a 
process of segmentation and classification 
of tumors in magnetic resonance imaging. 
Here, in relation to false positives and false 
negatives, we found that there are no false 
negatives in the results. However, the false 
positives were 5 images, from the validation 
and test process. That is to say that 7.9% 

of the images had false positives. It is 
important to mention that this percentage of 
false positives was obtained from the images 
with tumors 3 Glioma and 2 Meningioma. 
Of Pituitary there are no false positives.

According to the average training and 
test data, CS has a better segmentation 
than from the original image, it is also 
shown that CS classification is better than 
from the original image. This is shown in 
figure 9 where it can be seen that the CS 
classification and segmentation is around 
80% to 92%, and from the original image it 
is around 60% to 75%.

Fig. 9. Classification and segmentation percentages. 1 Glioma. 2 Meningioma. 3. Pituitary

Finally, figure 10 shows the final result of segmentation and classification of the system and 
processing implemented. These images were not used for training and the system was able 
to segment or identify the tumor and also classify the type of tumor in each image.
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Fig. 10. Final result of classification and segmentation

Signal to Noise Ratio

An analysis was made of how much noise the deep neural network supported so that it would 
stop working and not detect and classify the tumor. The results showed that the network 
supports a maximum of 0.013 aggregated white point noise in the image, which means 
that for the detection of brain tumors in MRI using deep learning and compressive sensing 
techniques, the system supports a maximum signal-to-noise ratio of 1.3%. Figure.11 shows 
the classification of different tumors using a signal-to-noise ratio of 1.3%.

Fig. 11. (a) images without noise detection and classification, (b) images with 1.13% noise detection and classification
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Classification Robustness 

A network robustness analysis was performed by implementing image distortion tests 
in certain percentages, using a pro-media filter which distorted the image in certain 
percentages according to the size of the kernel. The result was that the image allows for 
maximum distortions of 13.72% of the number of pixels in the image, so that the system 
can no longer detect and classify efficiently. It should be noted that the maximum distortion 
of 13.72% depends on the type of image since there are images that are more difficult to 
classify by their gray level, by their tumor size, by having areas with similarities to tumors 
and other factors. Figure.12 shows the classification of distorted images compared to the 
original image that support various percentages of distortion.

Fig.12. (a) classification with maximum distortion of 13.72%. (b) classification with maximum distortion of 13%. (c) rating with maximum 

distortion of 7.85%.

Conclusions and discussion 

With the methodology proposed, we were 
able to classify and segment the types of 
tumors in an efficient way using novel 
techniques such as compressive sensing and 
deep learning, giving as a result that CS 
can be used for the extraction of patterns 
in images since it generates different 
patterns for each type of image. As for the 
classification of brain tumors using CS, 
it should be taken into account that at 
the time of preparing the dictionary, this 
dictionary should not have opening values 
since it is impossible for neural networks to 
detect positive and negative regions at the 
time of training. Likewise, in the extraction 
of patterns in a brain MRI with CS works 
better extracting patterns in small pieces of 

image than in the complete image or very 
large cuts. It has also been shown that a 
single dictionary can extract patterns on 
different brain MRIs. Regarding the CS 
classification compared to the original 
image classification, it was obtained that 
the classification and segmentation using 
compressive sensing is better than the 
classification and segmentation of the 
network with the original or raw image 
since the percentages obtained were higher 
in CS than with the original image when 
evaluating in images with which the network 
has not been trained. As for the robustness 
and support of the network in brain MRI 
images, the network has a maximum 
percentage of 1.3% support for white-spot 
noise and a maximum percentage of 13.72% 
support for distortion, making the network 
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more reliable when entering a brain image 
with distortion or noise.  On the other hand, 
when obtaining a classification of objects 
with high percentages, it is necessary to 
work with high databases since the greater 
the number of data to train the network, the 
greater the percentage of accuracy. In the 
same way, working with high amounts of 
databases at the time of training a network 
is recommended to work with GPUs since 
the processing of neural networks is quite 
expensive and in normal equipment it can 
take long times. Finally, for future work, 
the classification of a larger number of 
types of tumors is proposed, as well as the 
classification of the grade of the tumor, 
since from the grade that the tumor has it 
is possible to say if the tumor is benign or 
malignant and also to facilitate the medical 
diagnosis. The improvement of the network 
in terms of noise support is also proposed, 
since the percentage obtained is not very 
high.
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